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Abstract
We develop a framework unifying unsupervised and supervised end-to-end learning.
The objective function adjusts gracefully to the amount of supervision, reducing to a clus-
tering objective when only unlabeled data is available and to a classification objective
when only labeled data is available.

X-Supervised Objective

Consider observations xi, i = 1, . . . , n, whose labels y?i ∈ {0, 1}k may or may not be observed.
Given a deep network φ, we optimize over the unknown labels and the parameters V of the
network and W, b of a classifier:
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where
C ′ := {Y ∈ {0, 1}n×k : Y 1k = 1, yi = y?i for i ∈ S, nmin1k ≤ Y T

1n ≤ nmax1k}
and φ̄ = 1/n

∑n
i=1 φ(xi;V ). This extends the objective of Bach and Harchaoui (2007) to the

deep setting.
The additional penalty and constraints are interpreted as follows:
• ρ
∑n

i=1 ‖φ(xi;V )− φ̄‖2
2 : Prevents mapping all observations to the same embedding, i.e.,

φ(x1;V ) = φ(x2;V ) = · · · = φ(xn;V )
• nmin1k ≤ Y T

1n ≤ nmax1k : Prevents assigning all observations to the same cluster, i.e.,
y1 = y2 = · · · = yn
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Example equivalence matrixM = Y Y T and problem for varying levels of supervision. For simplicity, α = ρ = 0.

After optimizing over W and b in closed form, we obtain the problem
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s.t. Mij = mij ∀ (i, j) ∈ K
nmin1n ≤M1n ≤ nmax1n

nmin1n ≤MT
1n ≤ nmax1n

where
•M = Y Y T

• φi(V ) = φ(xi;V ) and Φ(V ) = (φ1(V ), . . . , φn(V ))T .
•A(Φ) = Πn

(
ΠnΦΦTΠn + nλ I

)−1 Πn and Πn = In−1n1Tn/n
•K is the set of indices of known entries mij of M := Y Y T .

Optimization
We optimize over V by repeating the following steps on mini-batches:
1. Obtain an approximate solution Mt of the assignment problem for V fixed by matrix

balancing (a generalization of Sinkhorn’s algorithm).
2. Compute the gradient of the objective with respect to V by backpropagating through the

computations and perform a gradient step.
The overall algorithm, called XSDC for “X-Supervised Discriminative Clustering”, where “X”
can be “un”, “semi” or “-” (hence covering all cases), is as follows:

Algorithm 1: XSDC
1: Input: Labeled data XS, YS
2: Unlabeled data XU
3: Number of iterations T
4: Initialize: V1 ← Optimize (1) over V using XS, YS
5: for t = 1, . . . , T do
6: Xt, Yt← Draw mini-batch of samples
7: Mt← MatrixBalancing(A(Φ(Xt;Vt)), YtY T

t )
8: Vt+1 ← GradientStep(Φ(Xt;Vt),Mt, Vt)
9: end for

10: ŶU ← NearestNeighbor(Φ(X ;VT ), YS)
11: Ŵ , b̂← RegLeastSquares(X ; [YS, ŶU ])
12: Output: ŶU , VT , Ŵ , b̂
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Results

1. XSDC improves upon using only labeled data in the cases where additional labeled data
would help but is unavailable.

Average performance when varying the quantity of labeled data.

Raw Unsupervised initialization

Supervised initialization XSDC

Visualizations of unlabeled MNIST features obtained when training a LeNet-5 CKN with 50 labeled points.

2. The labeling algorithm in XSDC (“matrix balancing”) is typically competitive with
alternative, less principled, labeling approaches.

Average performance when using matrix balancing and two alternative labeling methods, pseudo-labeling
(Lee, 2013) and deep clustering (Caron et al., 2018), and varying the quantity of labeled data.

3. XSDC can use additional must-link and must-not-link constraints and can handle
moderately unbalanced datasets.

Average performance when training a LeNet-5 CKN on MNIST when adding additional constraints and
varying the quantity of labeled data (left) and when varying the balance of unlabeled data (right).
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